Lecture 2

Exponential dispersion
family and GLM



Today’s topics:

* The exponential dispersion family

* Exponential family distribution for GLM

* Likelihood score equations for parameter estimation

* Reading: Agresti Chapters 4.1-4.2, Faraway Chapter 8.1-8.2



The exponential dispersion family

« Arandom variable Y follows an exponential dispersion family distribution
and has the density f(y; 6, ¢) of the form

y6—b(0)

f(y;0,0) =e =@ fo(y; d)

Terminologies:

e 0: natural or canonical parameters

e b(6): normalizing or cumulant function

e ¢: dispersion parameter with a(¢) > 0

e Typically a(¢) = 1 and fo(y; ®) = fo(y). An exception is the Gaussian

distribution where a(¢) = o

 “density” here includes the possibility of discrete atoms.
* Above definition is not the most general form of the exponential family distribution



Some well-known examples

* Normal distribution for continuous data

yu—p?/ 1 y?
fysp,0) =e 2[ 6_202}

Compare with the general form of exponential dispersion family
0 =yu,b(0) =06%/2,a(¢p) = c?
2

Loy ) = e 2

e 202 Gaussian density of N(0, 02)
2TTO

* Mean:u =6 = b'(6)
e Variance: 0% = b"'(8)a(¢)



Some well-known examples

* Bernoulli distribution for binary data

F(y:p) = p¥(1 — p)t—¥ = e¥108 75 Tloe(1-p)

_ e'g,rt'fi—lc)g[l+4=3'9']

¢ 0 = 1og(1T”p), b(0) =log[1 + €?],a(¢p) =1
* foly;p) =1

ef

1+ef

* Mean: u=p = = b'(0)

et

= b"(8)al¢)

. . c 2 — — — —
Variance: o p(l p) (1+ee)z



Some well-known examples

e Binomial distribution for counts data

fy;p,n) = (n) pY(1 —p)" Y = e¥lo8 25 +nlog(1—p) (n)
L y y

— pyf—nlog[l+e’] (n)
Y

* 0 = log(rpp), b(6) = nlog[1 + €], a(¢p) =1
* foly; ) = (;)

0

e RN
1+ef b'(0) o
ne

e Variance: 0% = np(1 —p) = =Db"(8)a(¢p)

(1+ef)2

* Mean:u =np =n




Some well-known examples

e Poisson distribution for counts data

e~ Y oy 1 ol
f(y; A) = ! — e¥logA Aa:ey‘g m
« 0 =log(1),b(0) =e?, alep) =1
1
* fo(y; @) =
e Mean:u =1 =¢e? =b'(6)
* Variance: 62 = 1 =¢e? = b""(0)a(¢p)



 Gamma distribution for positive real-valued data

Some additional examples

1

fly; k,0) =

r(k)eky

—16—y/9

%0 y—|—log(ki) yk 1kk

— €

Canonical parameter 6 = —é,b(é) = log(—0)

a(¢p) =1/k

k 1kk

fO(yr ¢) — (k)

I\/Iean:,u=k8=—%=

Variance: 0% = kO? =

1/k

b a(qb)

(k)

=b"(0)a(¢)
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Moment relationships

* The exponential family has some special properties that can make our
calculation easier

 Calculate mean and variance of Y

p=E(y) =b'(0)
Vo = Var(y) = b"(6)a(s)

* Why? As [ f(y;0,¢)dy = 1, we have

£b(6)/a(®) _ / e¥9/4(P) £o(y; ¢)dy

* Take derivatives with respect to 6



Moment relationships

* The exponential family has some special properties that can make our
calculation easier

 Calculate mean and variance of Y

p=EY) =100
Vo = Var(Y) = b"(0)a(9)

* The above relationship also indicates that

op _ Var(Y)
00  a(¢)

* Mapping from 0 to u is one to one increasing

> 0



Exponential family distribution for GLM

* Assume that each observation y; follows an exponential family with the canonical
parameter 8; and a shared dispersion parameter ¢

* u; = E(y;) is a function of X; defined by a pre-specified link function
g(w) =X B
* Because of one-to-one mapping, 6; is also a function of X;

As a special link function for exponential families, we define
* Canonical link function:
Define the transformation function g(-) so that:

g(pi) = 0; = X' B



Canonical link function examples

* Gaussian: 0; = i; = X{ B = g(u;) =

* Binomial and Bernoulli distribution: 8; = log( ?i ) = X-T,B

Hi
1—Mi)

* Called the logit function = g(u;) = log(

* Poisson distribution: 8; = log(u;) = Xl-T,B = g(u;) = log(u;)

* Why do we use the canonical link?
* The canonical parameter 6 always have an unrestrictive support
 Computational convenience (see later)
* Easy interpretation



Likelihood score equations

* We now use the maximum likelihood method to solve for the GLM and estimate (5, ¢)

Assume each observation y; follows an exponential dispersion distribution

y:0;—b(6,;

Fi0i,0) = e 5@ fo(ys; )

and the link function g(u;) = X! 8. Then for n independent observations,
the log likelihood is

L= ZLi = Z inia;;;(Gi) + Zlog fo(yi; @)

 Example: in Gaussian linear models:

L==5s ) i—m)?—nlog(VZmo) = =55 (v~ XIB)" ~ nlog(vZm0)
i=1

i=1 2072



Likelihood score equation for the canonical link

If g(p:) = 0 = X' 3, then

J

L = @ Z(Z yi:r:z-j)ﬁj — Zb(X?)B) +Zlogf0(yi;¢)

e Score equation for f;
oL _ 1 e SO Y(XT B | = g | =
8—)83' - a(qﬁ) Zi:yzng ; b (Xz /8)3719] - (L(Qﬁ) [;(yz M@)ng] _ 0

which is equivalent to

Z(?}i — pi)Ti; =0

)




Likelihood score equation for the canonical link

* Examples

Gaussian model:

Z(yz — X, B)zij =0

i
Poisson model:

> (i — X Pz =0

?

* L is a concave function of § = (f, - ,,B’p)

0 ou; 89 Var(y T
5 [Z@:(% — #z‘)X@] Z 5}; 35 Z a(g(zb) )X Xi <0

)

* X; = (0 Xip)
e Easy optimization to find the solution (will discuss computation later)
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