
Lecture 7 
GLM for binary data: 

computation and applications



Outline

• Residual deviance for grouped and ungrouped data

• Goodness of fit test

• Fitting logistic regression and the infinite estimates

• Some applications of Binary GLM

• Binary GLM example (part II)



Score equation in logistic regression



Residual deviance is different for grouped and 
ungroup data

• For the ungrouped data, each observation is 𝑦𝑖

• The saturated model is Ƹ𝑝𝑖 = 𝑦𝑖  for each individual sample
• For the grouped data each observation is ෤𝑦𝑘

• The saturated model is Ƹ𝑝𝑘 = ෤𝑦𝑘  for each group (so that Ƹ𝑝𝑖  for each 
individual sample in the saturated model is ෤𝑦𝑘  instead of the binary 𝑦𝑖  )



Residual deviance is different for grouped and 
ungroup data

• For the grouped data

• For the ungrouped data
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Residual deviance for grouped data

• The group level data can be presented by a 𝐾 ×  2 count table, where each 
row is a group, and the two columns store the number of success ෤𝑦𝑘  and the 
number of failure 𝑛𝑘 − ෤𝑦𝑘  respectively in each cell.

• Residual deviance for the group data

• When the number of groups 𝐾 is fixed while the total samples size 𝑁 =
σ𝑘 𝑛𝑘  is large, then the residual deviance is the likelihood ratio satisfying



Goodness-of-fit test of the fitted model

• Residual deviance for goodness of fit

• Pearson’s statistics for goodness of fit



Comparison between 𝐺2 and 𝑋2

• 𝑋2 = σ𝑘 𝑒𝑘
2 

sum square of Pearson residuals of grouped data. 

• 𝐺2 = σ𝑘 𝑑𝑘
2 

sum square of deviance residuals of grouped data. 

• Some comparison between 𝑋2 and 𝐺2

• 𝑋2 may perform better for small counts
• 𝑋2 may be more robust to model mis-specification
• 𝐺2 may be more powerful for large counts



Infinite parameter estimates in logistic regression

Or sometimes one may see the following warning message:



Perfect (complete) separation

There exists 𝛽𝑠 such that if 

𝑋𝑖
𝑇𝛽𝑠 > 0 then 𝑦𝑖 = 1 

otherwise 𝑦𝑖 = 0.



Quasi-complete separation

There exists 𝛽𝑠 such that if 

𝑋𝑖
𝑇𝛽𝑠 > 0 then 𝑦𝑖 = 1, 

𝑋𝑖
𝑇𝛽𝑠 < 0 then 𝑦𝑖 = 0,

𝑋𝑖
𝑇𝛽𝑠 = 0 then 𝑦𝑖 = 0 or 1



2 X 2 table



Prospective V.S. retrospective design
• We want to know the effect of a risk factor (say smoking) on an outcome (say 

lung cancer)

• Prospective design: randomly select smokers and non-smokers from the 
population and observe whether they will develop cancer in the future.
• We can compare 𝔼(𝑌 = 1|𝑋 = 1) with 𝔼(𝑌 = 1|𝑋 = 0)
• Drawbacks: the study takes a long time; lung cancer is a rare disease, may 

observe very few cancer samples.

• Retrospective design (case-control study): We randomly select some samples 
from patients who develop cancer and some samples from healthy controls. 
Then, we check whether the person has been a smoker or not.
• Only compare 𝔼(𝑋 = 1|𝑌 = 1) with 𝔼(𝑋 = 1|𝑌 = 0)
• The study takes a shorter time, and we can obtain enough cancer cases.



Case-control study



Classification

• Sensitivity (recall, true positive rate, tpr): 𝑃( ො𝑦  =  1 | 𝑦 =  1) 
• Specificity: 𝑃 ො𝑦  = 0 𝑦 = 0) 
• False positive rate (fpr): 1 − specificity = 𝑃( ො𝑦  =  1 | 𝑦 = 0) 



ROC curve



R data example for binary / binomial GLM (part II)

• Check Example3_2 R notebook
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