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Outline

• scRNA-seq clustering methods

• Cell type annotation



Louvain clustering (Blondel et. al., Journal of Statistical mechanics, 2008)

• Community detection method based on the k-nearest neighbor graph

• Clustering results should be mostly consistent with UMAP / tSNE

• Maximize modularity



Louvain clustering (Blondel et. al., Journal of Statistical mechanics, 2008)

• Community detection is similar to clustering but only requires a network

• Maximizing the modularity 𝑄 is NP hard

• Louvain algorithm two phases:
• Step 1: finding local maxima

• Each node in the network is assigned to its own community and there is a pre-
determined order of nodes

• For each node 𝑖, move 𝑖 to the community of each neighboring node, calculate Δ𝑄
• Move 𝑖 to the community where Δ𝑄 increases most and is positive
• Go to the next node
• Stop if no modularity increase can occur

• Step 2: reduce each community to a single node and build a graph

• Repeat both steps on the new network and stop if 𝑄 can not be increased



Louvain clustering (Blondel et. al., Journal of Statistical mechanics, 2008)

• The algorithm provides a decomposition 
of the network into communities for 
different levels of organization

• Computational complexity: 
linear in # of edges 𝑂(𝑁)

• Resolution 𝛾 (Reichardt and Bornholdt, 
Physical Review E 2006):
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• Smaller 𝛾 -> fewer number of clusters
(𝛾 = 0, one cluster)

• Can not manually set the number of 
clusters (automatic determination 
given 𝛾)



Louvain clustering (Blondel et. al., Journal of Statistical mechanics, 2008)

• Implementation in Seurat
• Construct weighted graph by KNN after PCA with 𝑘 = 20 by default
• Weights set Jaccard similarity in the neighbors: proportion of shared overlap in their 

local neighbors 
• Default resolution 0.8

• Problem of Louvain clustering: may find arbitrarily badly connected communities
• Only consider individual node movements



Leiden clustering (Traag et. al., Scientific reports, 2019)

• Guarantee that the communities are well connected

• An updated phase 1 in Leiden clustering:
• Local moving of the nodes like in the Louvain clustering to get an initial partition 𝒫
• Refinement 𝒫!"#$%"& by splitting a community in the initial partition into multiple 

subcommunities
• 𝒫!"#$%"&	 starts with a singleton partition
• Locally merge nodes if they are not on the same community in 𝒫!"#$%"& but are 

within the initial partition 𝒫
• A node randomly select which community to merge among communities that 

increase 𝑄

• Phase 2: create aggregate network where each node is a community in phase 1

• Computationally faster than Louvain clustering by an improved implementation of local 
moving phase

• Default clustering method in Scanpy



Leiden clustering (Traag et. al., Scientific reports, 2019)



Clustering methods for scRNA-seq
• Benchmarking study (Duo et. al., F1000Research, 2018)

Computational cost Performance



Adjusted rand index (ARI)
• A measurement comparing clustering results with true labels
• Invariant to permutations of labels

• Rand index

• Adjusted rand index: adjust by a null model under permutations



SC3 (Kiselev et. al. Nature Methods 2017)

• Run k-means with different data processing methods

• Get a consensus clustering result across different k-means rounds
• Calculate cell-cell similarity matrix by the averaging binary similarity matrix across all 

clustering results
• Perform hierarchical clustering with complete agglomeration

• Increase robustness compared to a single-round of k-means



Identify rare cell types: GiniClust (3 versions, Yuan group)

• A gene that is only expressed highly in a rare cell type may be 
filtered out in the HVG selection step

• Then the rare cell type may not be identified as a separate 
cluster

• Gini index can better identify marker gene for rare cell types
• Gini index is a robust version of CV
• Fano factor: 𝜎'/𝜇 (not scale invariant)

• Consensus clustering using both Gini index and Fano factors



Identify rare cell types: RaceID (Grun et. al., Nature 2015)

• Rare cell types (tiny clusters) are challenging to identify in a clustering algorithm (like k-means)

• Core idea:
• Apply a clustering algorithm (k-means)
• Detect outlier cells within each cluster

• Fit mean-variance relationship across genes within a cluster
• Assume that each gene follows a NB distribution, identify cells

where expression levels for a few genes (2 by default) are off

• Outlier cells are further merged to form rare cell type clusters

• Computational cost is relatively high



Definition of a cell type 
• A cellular phenotype that is robust across datasets, identifiable based on expression of specific 

markers (i.e. proteins or gene transcripts), and often linked to specific functions

• Partly subjective and can change over time
• New technologies allow for a higher resolution view of cells
• Specific “sub-phenotypes” that were not considered biologically meaningful are found to 

have important biological implications

• Cell types have 
hierarchical organization
(Zeng, Cell 2022)

• Dynamic changes of cell types



Cell type annotation
• Assign a cell type to each cluster
• Marker genes: Genes that are known to be associated with a particular cell type

Markers for Naive CD20+ B cells

Markers for Translational B cells B1 B cells marker



Cell type annotation

• Manual cell type annotation
• Visualize known marker genes of major cell types to annotate the clusters

• Hard to perform if cell types are unknown
• Identify top differentially expressed genes for each cluster and link those with marker 

genes
• Wilcoxon rank-sum test comparing cells in cluster 𝑗 with (all) other cells

• Labor intensive and no consensus annotation

• Automatic cell type annotation
• Use pre-defined sets of markers
• Use GPT-4 

• Use pre-existing annotated scRNA-seq data (later lectures)
• Traditional methods like linear regression and SVM
• Transfer learning using deep learning



Garnett (Pliner et. al., Nature Methods 2019)

• Core idea:
• Define cell markers and cell type hierarchy
• Train a cell type classifier

• Identify representative cells to train on
• Aggregated marker score for each cell 𝑗 and cell 

type 𝑐

• 𝑇(,* is some transformed gene expression so 
that expression levels across genes are 
comparable

• Gene expression is set to 0 if it is too low 
(thresholding to make it less noisy)

• Perform Louvain clustering and randomly 
choose equal number of cells for each cluster



CellAssign (Zhang et. al., Nature Methods 2019)

• Core idea:
• Define cell markers
• Build a hierarchical model with latent cell type variables
• Calculate posterior probabilities that a cell belong to a specific cell type

• One drawback: not using the clustering result



CellAssign (Pliner et. al., Nature Methods 2019)

• The hierarchical model
• Latent categorical indicator

• Mixture model : 𝜌+, = 1 if gene 𝑔 is a marker 
for cell 𝑐

• Priors for parameters

• Noise model

• EM algorithm to solve the model (not easy)



ScType (Lanevski et. al., Nature Communications 2022)

• Largest marker gene database for mouse and human cell types
• Integrate two existing databases: CellMarker and PanglaoDB

• Core idea:
• Define cell-type specificity of markers

• Perform clustering and assign a cell type to a cluster
• Transform data into z-scores and multiply by the cell-type specificity
• Calculate marker-enrichment-score: an average contrast between marker genes and 

negative marker genes for each cell and each cell type
• Sum up the contrast across all cells in the cell cluster, and assign the cluster with the cell 

type that has the largest score



GPTCelltype (Hou and Ji, Nature Methods 2024)

• The package automatically generate prompt 
message

• GPT-4 is able to identify unknown cell types
• Systematic benchmarking in the paper



GPTCelltype (Hou and Ji, Nature Methods 2024)
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